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Probabilistic Analysis of Spectral Efficiency for
LTE Based on PDCCH Measurement Data

Yoonjoo Lee, Yunbae Kim , Yeongyu Park, and Seungkeun Park

Abstract— As the number of mobile subscribers of long-term
evolution (LTE) service increases, it becomes important for
various parties, such as operators, policymakers, and researchers,
to examine how well LTE cells are deployed in terms of actual
performance. To this end, we focus on spectral efficiency (SE)
with the cell edge user throughput (TP) and average cell SE
which can be calculated from the spectrum data of an LTE
physical downlink control channel decoding device—Rohde &
Schwarz TSME. For these two aspects, crucial probabilities for
the performance evaluations are defined using a joint distribution
of resource block utilization and cell TP. We derive novel trans-
formation methods that make them approximately follow a joint
Gaussian distribution and use it to compute the probabilities.
Furthermore, a deep neural network is adopted to analyze not
only limited cases but also a wider range.

Index Terms— LTE, resource block, cell edge throughput, cell
spectral efficiency, deep neural network.

I. INTRODUCTION

LONG Term Evolution (LTE) has become mature enough
to provide connectivity for most terrestrial mobile users.

Thus, a careful evaluation of how well the cell deployment is
made to provide sufficient services to users is required from
various perspectives such as LTE operators, policy makers
on spectrum resource, and academic researchers. Spectral
Efficiency (SE) is an important indicator of how efficiently
the cells are deployed. Although the SE performance can be
analyzed accurately by using the up/downlink signal informa-
tion accumulated on the operators’ side, they are reluctant to
release the relevant data. Thus it has been preferred to perform
the evaluation through in-field measurement without operators’
support [1]–[6].

In this work, we focus on the cell edge user ThroughPut
(TP) and Cell SE (CSE), which are targeted with higher pri-
ority for SE of LTE system [7]. Since the notion of ‘efficiency’
means how many information bits are delivered in a certain
amount of spectrum, TP and Resource Block (RB) utilization
should be considered at the same time for SE analysis.
Considering a certain level of required TP for cell edge users,
we try to derive the probability that at least one user cannot
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experience the required TP when the number of users and RB
utilization in the cell are given. CSE, measured in bps/Hz/cell,
is probably the most important parameter that defines the
actual capacity of the system. It is defined as the aggregate TP
of users normalized by the channel bandwidth and the number
of cells. The value of CSE depends on the channel conditions
of users, and various techniques exploiting users’ channel
variations to enhance CSE have been discussed [8]. Thus,
the CSE performance can be assessed from a probabilistic
point of view such as stochastic ordering, and we try to derive
a probability distribution of the CSE for a given number of
users.

The information required for the SE analysis mentioned
above is how many bits each user receives via how many RBs.
In order to obtain such information through measurement,
it is common to track the performance of each connected user
device. For this purpose, softwares, such as MobileInsight [4]
and NETIMIZER Diagnostic Monitor Logger & Analyzer, that
can be run on off-the-shelf smartphones have been utilized
[5], [6]. These approaches allow us to collect specific infor-
mation, such as channel condition, as well as allocated bits and
RBs from each user’s perspective. However, as the SE analysis
requires the information of all users simultaneously, there is a
difficulty in tracking all devices at the same time. According to
3GPP releases, Physical Downlink Control CHannel (PDCCH)
of LTE downlink signal contains scheduling information on
how many bits are transmitted to users through which RB
configurations. To exploit this, there have been works on
developing platforms, such as LTEye [1] and OWL [2], that
can sniff downlink signal and decode PDCCH to parse such
information [3]. These works could be independent of the
support from operators by utilizing their own radio devices,
chipsets, and processors. In this work, to relieve the burden of
developing such a platform directly, we use a well-known off-
the-shelf scanner called TSME, which also can decode LTE
PDCCHs for verifying network deployment [9]. It comes with
ROMES software and we analyze the SE performance using
the data obtained from it.

In this Letter, we provide a methodology for analyzing SE
using the data acquired through TSME and ROMES. The
data used for the analysis were collected for four days (20th
April, 4th, 18th, and 25th May, 2018) at a subway station
in Seoul, which is the capital of Korea, where the floating
population is high. We focus on two bands: ‘Band 1’ at
sub-GHz frequency with 10MHz bandwidth and ‘Band 2’ at a
frequency between 1GHz and 2GHz with 20MHz bandwidth.
The data includes the number of Radio Network Temporary
Identifiers (RNTIs), RB utilization, and cell TP. As mentioned
above, the SE analysis requires all the three features, and we

1558-2558 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

https://orcid.org/0000-0002-0830-1129
https://orcid.org/0000-0003-4956-8775


LEE et al.: PROBABILISTIC ANALYSIS OF SE FOR LTE BASED ON PDCCH MEASUREMENT DATA 1627

express the probabilities associated with the analysis using
the conditional joint distribution of RB utilization and cell TP
given the number of RNTIs. To take advantages of the property
that a joint Gaussian is entirely characterized by the first
and second moments, through careful investigation of the
empirical distribution of data, we devise widely applicable
transformations by which the results are approximately jointly
Gaussian. Also, noting that our data does not cover every
case of cell configurations, we adopt a Deep Neural Network
(DNN) with a standard multilayer structure as a universal
function approximator [10].

II. DATA PROCESSING

In this section, we explain how the data is processed and
transformed for our analysis. Although TSME is capable of
decoding PDCCH, it is not performed on every subframe,
and the decoded information can only be accessed through
ROMES. Thus, it is hard to deal with the raw data itself
directly. Instead, ROMES extracts statistical results for raw
data obtained over a predefined Observation Interval (OI) of at
least five seconds into a Microsoft Excel format. In this work,
we use three features as follows. The ‘Number of RNTIs’
denoted as N means the number of different RNTIs found
during the OI. The ‘RB usage of Cell’ denoted as R means the
ratio of the sum of all scheduled RBs to the sum of total RBs
in measured subframes during the OI. The ‘Average Scheduled
TP of Cell’ denoted as T means the ratio of the sum of all
transmitted bits to the number of measured subframes during
the OI. R takes a value between 0 and 1, and T takes a value
in kbps unit. From now on, we regard N , R, and T as random
variables.

In this work, we aim to compare SE performances according
to the number of users served in a cell. Such performances can
be described by using a joint probability distribution of (R, T )
given N . We first fix a band. TSME can scan multiple cells
of the same band if the received signals from the cells are
strong enough to be decoded at the location of measurement.
Since we focus on the per-cell performance, all the data are
aggregated regardless of the cells from which the data is
obtained and the days of measurement. Let the set of all the
data be D consisting of (r, t, n) triples of realized values for
R, T , and N . For the analysis, we first categorize the extracted
data by the number of users, and let Dn be the set of (r, t) pairs
where N = n, i.e., Dn = {(r, t) : (r, t, n) ∈ D}. When the
conditional joint distribution follows a joint Gaussian, we can
fully describe the probabilistic structure using only the first
and second moments. We can expect that R and T follow
Gaussian distributions because these are sample means of the
decoded values from measured subframes, but the actual data
does not show normality as shown in Fig. 1 and Fig. 3 and
even shows high time correlations in that the data has multiple
runs of the same values. Therefore, in order to utilize the
data as a random sample, we randomly choose a set of pairs
of certain size K from Dn to describe the conditional joint
distribution (R, T )|N = n. For the chosen samples, we try
to devise transformations that make the transformed results
approximately follow a joint Gaussian to take its advantage
mentioned earlier. Also, considering bijective maps for the
transformations, we facilitate the calculation of interested

Fig. 1. Q-Q plots of R given N = 4, 6, and 8 in Band 1 against the
theoretical quantiles of N (0, 1). Samples of size K = 30 are chosen.

probabilities using Gaussian distributions. In the following,
we use the notations σ2

X and σXY to indicate the variance of
X and the covariance of X and Y , respectively, for generic
random variables X and Y .

A. Transformation of RB Utilization

Here, we provide a way to transform R so that the
transformed result can be approximated to follow a standard
Gaussian N (0, 1). As can be seen in the Q-Q (quantile-
quantile) plots given in Fig. 1, R|N = n shows ‘S’-shaped
quantiles against normal theoretical quantiles in general. For
1 ≤ k ≤ K , we take Φ−1 ((k − 0.375)/(k + 0.25)), denoted
by qk, for normal theoretical quantiles as highly recommended
in [11]. The function Φ(·) indicates the cumulative distribution
function (cdf) of N (0, 1). Typically ‘S’-shaped Q-Q plot
implies that the data have thicker tails or flatter distribution
than N (0, 1). Thus, it is reasonable to transform R in the
way of compressing the middle and expanding both tails.
In this regard, our proposed family of functions G(r; a, b, c)
for the transformation is given as G(r; a, b, c) = a log (r) −
b log (1 − r) + c, where a ≥ 0, b ≥ 0, and c ∈ R for the
monotonicity of transformation. These functions can control
where to compress and expand by tuning the parameters
(a, b, c). Let {rk}1≤k≤K be the chosen samples for R sorted
in ascending order. We find the parameters (a, b, c) that
minimizes the following:

JR(a, b, c) =
K∑

k=1

{qk − G (rk; a, b, c)}2 . (1)

Note that, since the functions that are squared and summed
in (1) are affine transformations of (a, b, c) and the square
operation is convex, JR(a, b, c) is convex. Optimal values for
(a, b, c) can be easily obtained by equating the gradient of
JR(a, b, c) to zero with some manipulations for meeting the
parameter conditions a ≥ 0 and b ≥ 0. For convenience,
we define three random variables Q, L, and M taking values
on {qk}, {log(rk)}, and {log(1 − rk)}, respectively, with
uniform probabilities P (Q = qk) = P (L = log(rk)) =
P (M = log(1 − rk)) = 1/K for 1 ≤ k ≤ K . The values
DR = σ2

MσLQ − σLMσMQ and D̂R = σLMσLQ − σ2
LσMQ

serve as kinds of discriminant on parameter conditions. Then
we have the optimal values for (a, b, c) as given in the upper
part of Table. I. Fig. 2 illustrates the Q-Q plots of transformed
results for the data shown in Fig. 1. We can check from
the figure that the transformed quantiles are aligned with
theoretical ones.
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TABLE I

OPTIMAL PARAMETERS FOR TRANSFORMATIONS

Fig. 2. Q-Q plots of the values transformed from the data shown in Fig. 1.

Fig. 3. Q-Q plots of T given N = 4, 6, and 8 in Band 1 against the
theoretical quantiles of N (0, 1). Samples of size K = 30 are chosen.

B. Transformation of Cell TP

Here, we provide a transformation method that makes the
transformed T approximately follow N (0, 1). Fig. 3 shows
that T |N = n has quantiles arced below theoretical quantiles
in general. Since such types of quantiles imply right-skewed
distributions of data, it is reasonable to expect that transfor-
mations expanding the left tail and compressing the right tail
work well. Our proposed family of functions H(t; d, e, f) for
the transformation is given by H(t; d, e, f) = d log(t)+et+f ,
where d ≥ 0, e ≥ 0, and f ∈ R for the monotonicity of
transformation. The linear term is added to regularize com-
pressing the right tail. Deriving optimal parameters (d, e, f)
for the transformation is similar to the processes given in the
previous section. With the chosen samples {tk}1≤k≤K for T
sorted in ascending order, the cost function JT (d, e, f) we
want to minimize is defined as follows:

JT (d, e, f) =
K∑

k=1

{qk − H (tk; d, e, f)}2
.

Optimal values for (d, e, f) also can be easily obtained in
a similar way to the case of deriving (a, b, c) for R. For
convenience, we define two random variables O and T ′ taking
values on {log(tk)} and {tk}, respectively, with uniform
probabilities. The values DT = σ2

T ′σOQ − σOT ′σT ′Q and

Fig. 4. Q-Q plots of the values transformed from the data shown in Fig. 3.

D̂T = σ2
OσT ′Q − σT ′OσOQ serve as kinds of discriminant

on parameter conditions. Then we have the optimal values for
(d, e, f) as given in the lower part of Table. I. The validity of
our transformation can be checked from Fig. 4.

C. Processing Data for SE Analysis

So far, we have discussed how to transform (R, T ) so that
the marginals are approximately Gaussian. The validity of the
transformations can be verified statistically by performing a
normality test. However, since marginal normalities do not
imply the joint normality, a test for joint normality should
also be applied. Due to the high time correlations of the data
mentioned above, a small value of K is favorable in that
the chosen data can be regarded as a random sample. Hence,
we use Shapiro-Wilk and Royston tests for marginal and joint
normalities, respectively, which are recommended in terms of
power, the probability of correct rejection, for a small number
of sample sizes [12], [13]. A significance level of 0.05 is used
for the tests.

Now we describe the details of processing data for analy-
sis. We use the notation |A| for a set A to indicate its
cardinality. First, we choose a sample for N with prob-
abilities P (N = n) = |Dn|/|D|. If n is chosen for
N , we randomly choose a sample {(rk, tk)}1≤k≤K of size
K for (R, T )|N = n from Dn. And, we derive opti-
mal transformation parameters (a, b, c, d, e, f) as described in
Section II-A and II-B. For the transformed data {G(rk; a,
b, c)} and {H(tk; d, e, f)}, we perform Shapiro-Wilk test
separately. If the null hypothesis of normality is accepted,
we assume that these are random samples from N (0, 1).
Also, for testing joint normality, Royston test is performed
on the set of pairs {(G(rk; a, b, c), H(tk; d, e, f))}. If the null
hypothesis is also accepted, we assume that the set of pairs is a
random sample from a joint Gaussian N ([

0
0

]
,
[ 1 ρ

ρ 1

])
where

ρ is the sample covariance. Fig. 5 illustrates the histograms
of marginals and the scatter plots of joints for transformed
results from the data shown in Fig. 1 and Fig. 3 for which
the null hypotheses are all accepted. Observing the plots and
p-values given in Fig. 5, we can check that the data obtained
from the process approximately follow a joint Gaussian. Then,
we set (n, θ) be a data point where θ = (a, b, c, d, e, f, ρ).
If the null hypothesis is rejected in one of the tests above,
we start by choosing another sample from N again. The
procedure described here is summarized in the flowchart given
in Fig. 6. From now on, we use G(R; θ) and H(T ; θ) to
indicate G(R; a, b, c) and H(T ; d, e, f), respectively.

III. CELL EDGE PERFORMANCE ANALYSIS

Let the required TP for cell edge users be given as α in
kbps unit. Then, for given N = n and R = r, the probability
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Fig. 5. The histograms of marginals and the scatter plots of joints for
transformed R and T given N = 4, 6, and 8 shown in Fig. 2 and Fig. 4. The
upper left panel shows the histogram of R with the pdf N (0, 1) indicated
by the curve. The lower right panel is for T . The lower left panel shows the
scatter plot for transformed pairs with the level curves of the joint Gaussian.
The values on the upper right side of the panels are the p-values of respective
normality tests.

Fig. 6. A flowchart for data processing.

of interest can be described as follows:

Pm(α, n, r) = P (T < αn|N = n, R = r) . (2)

This is because Pm(α, n, r) is the probability that at least one
user cannot experience αkbps when the cell is serving n users
utilizing (100r)% of total RBs. If transformations G(R) and
H(T ) so that (G(R), H(T ))|N = n approximately follows
a joint Gaussian N ([

0
0

]
,
[ 1 ρ

ρ 1

])
are given, the conditional

distribution for H(T )|N = n, R = r, equivalently H(T )|N =
n, G(R) = G(r), can be approximated to follow a Gaussian
N (

ρG(r), 1 − ρ2
)
. Then, Pm(α, n, r) in (2) can be computed

as follows.

Pm(α, n, r) = P (H(T ) < H (αn) |N = n, G(R) = G(r))
(∵ H(·) and G(·) are strictly increasing)

= P
(H(T ) − ρG(r)√

1 − ρ2

<
H (αn) − ρG(r)√

1 − ρ2

∣∣∣N = n, G(R) = G(r)
)

= Φ

(
H (αn) − ρG(r)√

1 − ρ2

)
. (3)

Here, we calculate the probability using our data. We exploit
DNNs to predict the probability for any case, whether it is
measured or not. We first describe how to construct input-
output pairs for DNN learning. Assume that we are equipped
with data points of size Λ, which are generated via the method
given in Section II-C. For a data point (n, θ), to make an
input for calculating the probability of interest, we randomly

Fig. 7. Structure of a standard multilayer feedforward network.

Fig. 8. Predicted probabilities of interest for various cases with α = 2Mbps.

generate values for α and r. Considering typical data rates
for streaming video of 720p or less quality [14], α is chosen
from U(500, 4000), where U indicates a uniform distribution.
Also, considering the cells where more than 40% of RBs are
utilized, r is chosen from U(0.4, 1). Then, we have an input
as (α, n, r). For the output, we calculate the argument in (3)
with θ as ym(α, n, r; θ) = {H (αn; θ)−ρG(r; θ)}/√1 − ρ2.
In this way, an input-output pair can be made for each of the
Λ data points.

For DNN learning, we adopt the standard multilayer feed-
forward structure given in Fig. 7. For simplicity, we have
omitted bias terms in the figure. Rectified Linear Unit, which is
the most popular in modern NNs [15], is used as the activation
function of hidden units. Among the Λ input-output pairs, 60%
of them are utilized as a train data set and the rest are used as a
validation data set for applying the ‘Early Stopping’ technique.
Once a model is established after the learning, the probability
for any input (α, n, r) can be calculated simply by putting the
corresponding output of the model into Φ(·).

Fig. 8 shows the prediction results for various cases. For
the results, K = min{30, |Dn|/2} is used when N = n.
We generated Λ = 10000 data points. The numbers of
hidden layers and hidden units for each layer are set to
45 and 64, respectively. The figure shows the overall tendency
of increasing probability as the number of users increases and
the RB utilization decreases as expected. In other words, if a
large number of users are served through insufficient RBs, it is
likely that there are users who do not achieve the required
TP. Also the overall lower probabilities in Fig. 8-(b) than
in Fig. 8-(a) show that our approach naturally reflects that the
operating bandwidth of Band 2 is wider than that of Band 1.
Furthermore, we can check that the prediction by the DNN
model shows consistent results for all cases whether they
are in the data (e.g., n ≤ 11 and ≤ 18 for Band 1 and 2,
respectively) or not.

IV. CELL SPECTRAL EFFICIENCY ANALYSIS

In this section, we provide a way to derive and calculate a
complementary cdf (ccdf) of CSE using the random variables
defined in Section II. Letting w be the bandwidth in kHz unit,
CSE S can be defined as T/(wR). If the transformations G(·)
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Fig. 9. Predicted ccdf of CSE for various cases.

and H(·) are given as in Section III, the ccdf Pe(β, n) for
S|N = n can be computed as follows.

Pe(β, n) = P (S > β|N = n) = P

(
T

wR
> β

∣∣∣∣N = n

)

= P

(
T

G−1(G(R))
> wβ

∣∣∣∣N = n

)
(∵ G is strictly increaing)

= P
(
H(T ) > H

(
G−1(G(R))wβ

) |N = n
)

(∵ H is strictly increaing)

=
∫ ∞

−∞

∫ ∞

H(G−1(u)wβ)

fG(R),H(T )|N=n(u, v)dvdu

=
∫ ∞

−∞

(∫ ∞

H(G−1(u)wβ)

fH(T )|G(R),N=n(v|u)dv

)

fG(R)|N=n(u)du

=
∫ ∞

−∞

{
1 − Φ

(
H
(
G−1(u)wβ

) − ρu√
1 − ρ2

)}

fG(R)|N=n(u)du.

(∵ H(T )|G(R) = u, N = n ∼ N (
ρu, 1 − ρ2

)
)

(4)

Since it is hard to compute the integral (4) in a closed form,
we exploit Monte Carlo integration technique. Noting that
G(R)|N = n approximately follows N (0, 1), the integral (4)
can be computed as

1
Γ

Γ∑
i=1

{
1 − Φ

(
H
(
G−1(ui)wβ

)− ρui√
1 − ρ2

)}
, (5)

where {ui}1≤i≤Γ is a random sample of size Γ from N (0, 1).
For the calculation of ccdf for any cell configurations,

we also utilize a DNN as in Section III. We begin with
the same set of data points of size Λ as above. For a data
point (n, θ), an input is configured by associating n with
β and u, which are random samples from U(0, 10) and
N (0, 1), respectively. For this input (β, n, u), an output is set
to the argument of Φ(·) in (4) with θ as ye(β, n, u; θ) ={
H
(
G−1(u; θ)wβ; θ

)− ρu
}

/
√

1 − ρ2. Here, we also use
the same DNN structure given in Fig. 7. After the DNN
learning, we can compute each summand in (5) for any input
(β, n, u) by putting the corresponding output of the learned
model into 1 − Φ(·).

Fig. 9 shows the results of CSE for various cases. Here
we use the same K and Λ as in Section III. To train a DNN
model, we use 5 layers and 20 units for Band 1, and 15 layers
and 32 units for Band 2. For the calculation of (5), we set
Γ = 500. As can be seen in the figure, the effect of multiuser
diversity in Band 1 is more conspicuous than in Band 2. Also,
an overall tendency that the CSE of Band 1 is higher than

that of Band 2 is observed. So it can be checked that our
approach accurately catches the fact that Band 1 has more
favorable channel conditions than Band 2, which is consistent
with the measurement results given in [6]. Furthermore, as in
the previous section, the prediction results by DNN for the
cases not measured keep the tendency appeared in the results
for measured cases.

V. CONCLUSION

In this Letter, we provided a method to analyze SE for
deployed LTE cells. The analysis was based on in-field mea-
surement data with a well-known LTE scanner. We devised
novel transformations for RB utilization and cell TP which
make the results approximately follow Gaussian distributions.
The transformations enabled us to describe the key prob-
abilities for SE analysis through a joint Gaussian. Also,
DNNs were adopted to extend the analysis from the measured
cases to general cases. The presented approach is generally
applicable because it reflects the stochastic characteristics of
RB utilization and downlink TP from the measurement data.
Thus, we expect the proposed method to be used in examining
the appropriateness of LTE cell deployments.
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